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Introduction

I The use of NLP in language learning has primarily
centered on analyzing learner language in Tutoring
Systems and Learner Corpora.

I How about using NLP of authentic native language in
support of language learning?

I WERTi/VIEW: Automatic visual input enhancement of
web pages and generation of activities (Meurers et al. 2010)

I LAWSE: Language-Aware Search Engine, retrieving
authentic texts at the appropriate level for learners
(Ott & Meurers 2010)

I Determining readability of native texts based on SLA
measures of development (Vajjala & Meurers 2012)
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Grounding in SLA research (Schmidt 1995)

I Noticing
I “conscious registration of an event”

I Understanding
I “recognition of a general principle, rule or pattern”

I There is no learning without noticing, but awareness
requires input.

⇒ Learners have to be exposed to linguistic features to
acquire them and must notice them.

I Strategies highlighting the salience of language forms
and categories are referred to as input enhancement
(Sharwood Smith 1993).

⇒ Let’s use NLP to provide automatic input enhancement
for language learners!

3 / 46

Authentic Text
ICALL (ATICALL)

Detmar Meurers
Universität Tübingen
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WERTi: Working with English Real Text

I Provide learners of English (ESL) with input enhancement
for any web pages they are interested in.

→ good for learner motivation:
I learners can choose material based on their interests
I includes news, up-to-date information, hip stuff
I pages remain fully contextualized (video, audio, links)

→ wide range of potential learning contexts:
I can supplement regular classroom instruction
I can support voluntary, self-motivated pursuit of

knowledge, i.e., lifelong learning.
I can foster implicit learning, e.g., for adult immigrants:

I already functionally living in second language environment,
but stagnating in acquisition

I without access/motivation to engage in explicit learning,
but browsing the web for information and entertainment

4 / 46



Authentic Text
ICALL (ATICALL)

Detmar Meurers
Universität Tübingen
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What language properties should we enhance?

I A wide range of linguistic features can be relevant for
awareness, incl. morphological, syntactic, semantic,
and pragmatic information (Schmidt 1995).

I We focus on enhancing language patterns which are
well-established difficulties for ESL learners:

I determiner and preposition usage
I use of gerunds vs. to-infinitives
I wh-question formation
I phrasal verbs

NLP identifying other patterns can easily be integrated
as part of a flexible NLP architecture.
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Introduction

WERTi
What should we enhance?

How should it be enhanced?

Example activities

Realizing WERTi

Evaluation

Evaluating learning
outcomes

Evaluating the NLP

Context

ICALL: ILTs and ATICALL

Data-driven learning

Exercise Generation

Reading Support Tools

Outlook

Language Aware
Search Engine
Measuring Text Difficulty

SLA features for Readability

Corpora used

Features

Results

Summary

How should the targeted forms be enhanced?

I WERTi currently offers three types of input enhancement:
a) color highlighting of the pattern or selected parts thereof
b) pages supporting clicking, with automatic color feedback

I automatic feedback compares automatic annotation of
clicked on form with targeted form

c) pages supporting practice (e.g., fill-in-the-blank), with
automatic color feedback

I automatic feedback compares form entered by learner
with form in original text

I This follows standard pedagogical practice (“PPP”):
a) receptive presentation
b) presentation supporting limited interaction
c) controlled practice
d) (free production)
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Prepositions: Presentation (Color)

Source: http://news.bbc.co.uk/2/hi/5277090.stm
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Prepositions: Practice (FIB)

Source: http://news.bbc.co.uk/2/hi/5277090.stm
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Prepositions: Presentation + Interaction (Click)

Source: http://www.guardian.co.uk/environment/green-living-blog/2009/oct/29/car-free-cities-neighbourhoods 9 / 46
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Phrasal verbs: Presentation (Color)
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Phrasal verbs: Presentation + Interaction (Click)
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Phrasal verbs: Practice (Fill-in-the-blank)
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Gerunds vs. infinitives: Presentation (Color)

Source: http://www.guardian.co.uk/education/2009/oct/14/30000-miss-university-place

14 / 46

Authentic Text
ICALL (ATICALL)

Detmar Meurers
Universität Tübingen

Introduction

WERTi
What should we enhance?

How should it be enhanced?

Example activities

Realizing WERTi

Evaluation

Evaluating learning
outcomes

Evaluating the NLP

Context

ICALL: ILTs and ATICALL

Data-driven learning

Exercise Generation

Reading Support Tools

Outlook

Language Aware
Search Engine
Measuring Text Difficulty

SLA features for Readability

Corpora used

Features

Results

Summary

Gerunds vs. infinitives: Practice (FIB)

Source: http://www.guardian.co.uk/education/2009/oct/14/30000-miss-university-place
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Wh-questions: Presentation (Color)

Source: http://simple.wikipedia.org/wiki/Illegal drugs
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Introduction

WERTi
What should we enhance?

How should it be enhanced?

Example activities

Realizing WERTi

Evaluation

Evaluating learning
outcomes

Evaluating the NLP

Context

ICALL: ILTs and ATICALL

Data-driven learning

Exercise Generation

Reading Support Tools

Outlook

Language Aware
Search Engine
Measuring Text Difficulty

SLA features for Readability

Corpora used

Features

Results

Summary

Wh-questions: Presentation + Interaction (Click)

Source: http://simple.wikipedia.org/wiki/Illegal drugs
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Wh-questions: Presentation + Interaction (Click)

Source: http://simple.wikipedia.org/wiki/Illegal drugs

18 / 46

Authentic Text
ICALL (ATICALL)

Detmar Meurers
Universität Tübingen
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Wh-questions: Practice (FIB)

Source: http://simple.wikipedia.org/wiki/Illegal drugs
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Wh-questions: Practice (FIB)

Source: http://simple.wikipedia.org/wiki/Illegal drugs
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Introduction

WERTi
What should we enhance?

How should it be enhanced?

Example activities

Realizing WERTi

Evaluation

Evaluating learning
outcomes

Evaluating the NLP

Context

ICALL: ILTs and ATICALL

Data-driven learning

Exercise Generation

Reading Support Tools

Outlook

Language Aware
Search Engine
Measuring Text Difficulty

SLA features for Readability

Corpora used

Features

Results

Summary

Realizing WERTi

I Guiding ideas behind implementation:
I Reuse existing NLP tools where possible
I Support integration of a range of language patterns

I First WERTi prototype (Amaral/Meurers/Metcalf at CALICO 06,
EUROCALL 06)

I implemented in Python using NLTK (Bird & Loper 2004),
TreeTagger (Schmid 1994)

I integrated into Apache2 webserver using mod python
I input enhancement targets: determiners and prepositions

in Reuters news text
I still available at http://purl.org/icall/werti-v1

I How can we flexibly support integration of a wider range
of language patterns using heterogeneous set of NLP?
→ integrate NLP into UIMA-based architecture on server
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WERTi architecture

I reimplementation in Java
(Dimitrov/Ziai/Ott)

I Tomcat servlet
I idea behind architecture

I use same core processing
I demand-driven

pattern-specific NLP

I input enhancement targets:
I determiners
I prepositions
I gerunds vs. to-infinitives
I tense in conditionals
I wh-questions

Server

UIMA                     

Browser                                         

Fetch web page

Identify text in HTML page

Tokenization

Sentence Boundary Detection

POS Tagging

Pattern-specific NLP

Colorize Click Practice
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WERTi architecture: Browser plugin version

Firefox plugin (Adriane Boyd) moves fetching of web page
and text identification to client to better support sites requiring
login, cookies, or dynamically generated text.

Browser

Server

Fetch web page

Identify text in DOM

Colorize Click Practice

Tokenization

Sentence Boundary Detection

POS Tagging

Pattern-specific NLP

I http://purl.org/icall/werti

I international VIEW version: http://purl.org/icall/view 23 / 46
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Pattern-specific NLP
I UIMA-based architecture (Ferrucci & Lally 2004)

I each NLP tool annotates the input
I OpenNLP tools, LingPipe tagger, TreeTagger,

Constraint Grammar CG 3
I UIMA data repository is common to all components

(Götz & Suhre 2004)

I We use available pre-trained models for
I TreeTagger with PennTreebank tagset
I LingPipe Tagger with Brown tagset
I OpenNLP tools (Tokenizer, Sentence Detector, Tagger, Chunker)

I Specify input enhancement targets
I in terms of standard annotation schemes

I e.g., identify determiners via AT|DT|DTI|DTS|DTX using
Brown tagset

I using constraint-grammar rules (CG 3 compiler), e.g.:
I 101 rules for gerunds vs. to-infinitives
I 126 rules for wh-question patterns
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Evaluating input enhancement techniques
Does input enhancement improve learning outcomes?

I Improving learning outcomes is the overall goal of
WERTi and visual input enhancement in general.

I While some studies show an improvement in learning
outcomes, the study of visual input enhancement sorely
needs more experimental studies (Lee & Huang 2008).

I WERTi can systematically produce visual input
enhancement for a range of language properties
→ Supports real-life foreign language teaching studies

under a wide range of parameters.
→ Supports lab-based experiments to evaluate when

input enhancement succeeds in making learners notice
enhanced properties (eye tracking, ERP).
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Evaluating input enhancement techniques
High precision NLP needed for automatic input enhancement

I Automatic visual input enhancement requires reliable
identification of the relevant classes using NLP.

I Note: Precision of identification of specific classes
relevant, not overall quality of POS-tagging or parsing.

I Problem 1: Often no established gold standard
available for the language classes to be enhanced.

I Problem 2: Realistic test set must be established by
studying what pages learners choose for enhancement.
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Evaluating input enhancement techniques
Evaluating determiner and preposition identification

I Evaluation of preposition and determiner identification
using BNC Sampler Corpus

I high quality CLAWS-7 annotation provides gold
standard for preposition and determiner classes

I relatively broad representation of English

I Performance of the LingPipe POS tagger in WERTi:

precision recall

prepositions 95.07% 90.52%
determiners 97.06% 94.07%
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Contextualizing our work

I NLP has received most attention in ICALL in connection
with analyzing learner language to

I provide feedback to the learner
I guide learner through material according to performance
I Note: Uses NLP to process learner language

I WERTi analyzes native language texts to
I identify target language categories and forms to make

learners aware of them and their context of use.
I Note: Uses NLP to process well-formed, native language
= Authentic Text ICALL (ATICALL)

Related work:
I Data-Driven Learning
I Automatic Exercise Generation
I Reading Support Tools
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Related Work
Data-Driven Learning

I One can view automatic input enhancement as an
enrichment of Data-Driven Learning (DDL).

I DDL is an “attempt to cut out the middleman [the
teacher] as far as possible and to give the learner direct
access to the data” (Boulton 2009, p. 82, citing Tim Johns)

I WERTi: learner stays in control, but NLP uses ‘teacher
knowledge’ about relevant language properties to make
those more prominent to the learner.
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Related Work
Automatic Exercise Generation

I Antoniadis et al. (2004) describes plans of MIRTO
project to support “gap-filling” and “lexical spotting”
exercises in combination with a corpus database.

I VISL project (Bick 2005) offers games and visual
presentations to foster knowledge of syntactic forms/rules.

I KillerFiller produces slot-filler exercises from corpus
texts; presented in isolation, in a testing setup.
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Related Work
Reading Support Tools

I Glosser-RuG (Nerbonne et al. 1998): supports reading
of French texts for Dutch learners

I context-dependent dictionary, morphological analysis,
and examples of word use in corpora

I COMPASS project (Breidt & Feldweg 1997): similar to
Glosser-RUG, focusing on multi-word lexemes

I ALPHEIOS project (http://alpheios.net): supports lexicon
lookup and provides aligned translations

I REAP project (http://reap.cs.cmu.edu) supports learners in
searching for texts that are well-suited for providing
vocabulary and reading practice (Heilman et al. 2008).
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Outlook: Questions to be addressed

I Which language pattern types should be input enhanced?
I adverb placement
I tense and aspect

I while effect is semantic, lexical cues can be identified by
NLP (“usually go” vs. “are going tomorrow”)

I passive vs. active
I . . .

I Which aspect of the patterns should be input enhanced?
I lexical classes, morphemes
I contextual clues (optional or obligatory)

I What is the best input enhancement, i.e.,
highlighting or interaction possibilities

I for a particular linguistic pattern,
I given a specific web page with its existing

visual design features?
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Finding texts appropriate for language learners

I How can one find authentic texts as reading material or
for activity generation (e.g., WERTi)?

I Such texts should
I be in the language of interest
I have the appropriate level of complexity for the learner
I contain enough good instances of the language patterns

and rules targeted by the activities.

I How about simply using the web and a standard web
search engine (e.g., google)?

I Pro: The Web is huge, and up-to-date information on
virtually any topic is available.

I Cons: Standard search engines are not aware of
reading complexity and language patterns.

⇒ Create a dedicated search engine for language learning!

33 / 46

Authentic Text
ICALL (ATICALL)

Detmar Meurers
Universität Tübingen
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Readability and how to measure it

I Readability or text difficulty refers to the understandability
or comprehensibility of a text (Klare 1963).

I The more reading proficient the reader, the less readable
texts need to be in order to be understood by this reader.

I Traditional readability formulas try to measure the
readability on a scale, e.g., the U.S. grade level scale.
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Traditional Readability Formulas

I Over two hundred traditional readability formulas have
been developed (cf. Dubey 2004).

I They are generally developed for special purposes,
such as determining the complexity of military training
manuals (Caylor et al. 1973).

I A frequently used traditional readability measure is the
Flesch-Kincaid formula (Kincaid et al. 1975)
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Example: Flesh-Kincaid

I Computes U.S. grade level needed to read a text.
I Derived empirically from set of hand-classified documents.

Flesch-Kincaid = −15.59 + 11.8 · AWLs + 0.39 · ASL

Where

AWLs = Number of Syllables
Number of Words Average word length counted in syl-

lables.

ASL = Number of Words
Number of Sentences Average sentence length.

I Idea:
I The longer the word, the harder it is.

(and the less common it is, cf. Zipf 1936)
I The longer the sentence, the harder it is to understand.
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Traditional readability measures: Evaluation

I Pros:
I Relatively simple to use.
I ‘Simple’ NLP only: tokenizer, stemming, sentence

splitter, sometimes syllable counter
I Cons:

I Originally developed and validated using very small and
often highly specific data sets (e.g., technical manuals).

I Whether the automated analysis agrees with the original
human analysis has generally not been validated.

I Measures such as sentence length are domain-dependent.
I Underlying assumptions (e.g., ‘long sentences are

difficult’) are rather crude generalizations.
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Idea: Use SLA features for Readability

I Explore measures from SLA research
I In SLA, measures of the complexity of learner writing

are well-established as measures of acquisition process.
⇒ We show that the best measures of SLA development

are highly predictive for readability classification as well.

I Extend the most widely used WeeklyReader corpus by
combining it with BBC-Bitesize corpus.
⇒ Larger, more diverse corpus WeeBit covering more age

groups is available for future research
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Corpora: WeeklyReader

I Most previous CL research based on publicly
accessible data used the graded reading material from
the WeeklyReader web site.

I We there collected the following WeeklyReader corpus:

Grade Age Number of Avg. Number of
Level in Years Articles Sentences/Article

Level 2 7–8 629 23.41
Level 3 8–9 801 23.28
Level 4 9–10 814 28.12
Senior 10-12 1325 31.21

39 / 46

Authentic Text
ICALL (ATICALL)

Detmar Meurers
Universität Tübingen
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Corpora: WeeklyReader

I WeeBit corpus combines the WeeklyReader data with
data from the BBC Bitesize website:

Grade Age Number of Avg. Number of
Level in Years Articles Sentences/Article

Level 2 7–8 629 23.41
Level 3 8–9 801 23.28
Level 4 9–10 814 28.12

KS3 11–14 644 22.71
GCSE 14–16 3500 27.85
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Features

I Lexical Richness Features from SLA research (slalex)
(Lu 2012)

I Lexical Density measures:
Various transformations of Type-Token Ratio

I Lexical Variation measures:
Proportion of words of various POS categories

I Syntactic complexity features from SLA research
(slasyn) (Lu 2010)

I Mean length of different production units (sentence,
clause, T-unit)

I Sentence complexity: e.g., number of clauses per sentence
I Coordination: coordinate phrases per clause, t-unit
I Subordination: e.g., dependent clauses per clause, t-unit
I Ratio of specific syntactic structures per production unit

e.g., complex nominals per clause
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More Features

I Other syntactic features
I Average number of NPs, VPs, PPs, SBARs per sentence
I Average number of dependent clauses, co-ordinate

phrases, complex T-units per sentence
I Mean length of NP, VP and PP
I Average parse tree height

I Traditional features
I Traditional Features (avg. word length, sentence length)
I Traditional Formulae (Flesch-Kincaid score,

Coleman-Liau score)
I List of words (Academic Word List)
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Best Features

I The Best10Features set was determined automatically
using WEKA’s Information Gain attribute selection method:

– dependent clause to clause ratio
– complex nominals per clause
– modifier variation (proportion of adjectives and adverbs)
– adverb variation (proportion of adverbs)
– mean length of a sentence
– avg. num. characters per word
– avg. num. syllables per word
– proportion of words in Academic Word List
– num. co-ordinate phrases per sentence
– Coleman-Liau Score

I Half of the best features are from SLA research (italics).
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Experimental Setup

I Experiments used 500 training & 125 testing
documents per level.

I Classifier used: Multi-Layer Perceptron (MLP) from
WEKA toolkit.

I For syntactic features: Berkeley Parser and Tregex
pattern matcher

I Included replication of syntactic feat. of Petersen &
Ostendorf (2009)
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Results
Number of Performance
Features Accuracy RMSE

Previous Work on WeeklyReader
Feng (2010) 122 74%

Petersen & Ostendorf (2009) 25 63.2%
P. & O. syntactic features only 4 50.91%

Our Results on WeeklyReader
Replication P. & O. syntactic feat. 4 50.68%

Our Syntactic Features 25 64.3% 0.37
Our Lexical Features 19 84.1% 0.23

All our Features 46 91.3% 0.17

Our Results on WeeBit
Traditional Features 3 70.3% 0.25

slalex 16 68.1% 0.29
slasyn 14 71.2% 0.28

slalex + slasyn 30 82.3% 0.23
All Syntactic Features 25 75.3% 0.27
All Lexical Features 19 86.7% 0.20

All Features 46 93.3% 0.15
Best10Features 10 89.7% 0.18
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Summary
I We motivated and discussed an approach providing

automatic input enhancement of authentic web pages.
I NLP identifies relevant linguistic categories and forms.
I The sentences turned into activities can remain fully

contextualized as part of the pages selected by learner.

I Automatic feedback for the practice activities is feasible
since the original text is known.

I Next step: Where possible alternatives exist, determine
equivalence classes automatically; e.g., for prepositions
building on Elghafari, Meurers & Wunsch (2010).

I Web pages can be selected by learners based on interests.
I Language Aware Search Engine (Ott & Meurers 2010)

can taking into account
I content of interest to learner
I language properties to be input enhanced
I readability measures

I Measures of development from SLA research are good
predictors for readability classification (Vajjala & Meurers 2012)
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